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The overall goal of MENELAS is to provide bet-
ter access to the information contained in natu-
ral language patient discharge summaries (PDSS),
through the design and implementation of a proto-
type able to analyse medical texts. The approach
taken by MENELAS is based on the following key
principles: (i) to maximise the usefulness of nat-
ural language analysis and the usability of its re-
sults, the output of natural language analysis must
be a normalised conceptual representation of med-
ical information; and (ii) to maximise the reuse
of resources, language analysis should be domain-
independent and conceptual representation should
be language-independent. This paper discusses the
results obtained and the issues raised when imple-
menting these principles during the project.

INTRODUCTION

Medical language processing is now a well-
developed field of research (see, e.g., [1, 2]), and
a number of prototypes and systems have been
built for various languages and purposes (e.g.,
[3, 4, 5, 6]). In these systems, addressing a new
language generally requires the development of
the corresponding linguistic (lexical, morpholog-
ical, syntactic) knowledge. Starting from the ob-
servation that such general linguistic resources are
available for more and more languages, we have
studied an architecture which can ease their reuse
for medical language processing.

The output of a natural language processor can be
close to the input language [1], aim at a more con-
ceptual representation [4, 5, 6], or can also use a
standardised vocabulary (e.g., [3]). We defend the
production of a normalised conceptual representa-
tion, a sort of "interlingua" with formal generative
capabilities. The advantage of such a representa-
tion is to be abstracted away from the initial lin-
guistic form, which facilitates subsequent compu-
tation and thus the use of the representation for
a variety of purposes. For instance, coding into
a standardised vocabulary then becomes a more
formal transcoding task than direct coding from
natural language. Aiming for such a normalised
conceptual representation is by no means a trivial
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task, and raises the issue of its production from
natural language input. The very design of the
representation is itself a fundamental point, which
we have addressed elsewhere [7, 8].

In this paper, we first recall the general objectives
of the MENELAS project and its architectural prin-
ciples. We then describe the implemented proto-
type and its results. We finally discuss the issues
raised and the experience gained from the project.

PROJECT OBJECTIVES

The overall objectives of MENELAS [9] fall into
two categories: target, user-level services which
will be created or enhanced by extracting medical
information from free text, and advances in the
enabling medical language processing technology.
The larger issues and effort needed lie in the devel-
opment of the enabling technology. Nevertheless,
the project has taken care to include user-level ser-
vice demonstration modules in its design. This
helped to show the end-user benefits of the work
and to focus the R&D work on the strategic points
to be addressed to achieve such user-level services.
Target, user-level services are organised around
two main axes; a further study of clinicians' re-
quirements for NLP-related tools, performed since
then in the EU DOME project (MLAP 63221), con-
firmed and elaborated on these services:

Coding: the automatic assignment of codes to
each PDS. In most European countries, each pa-
tient stay must be indexed with codes from na-
tional or international nomenclatures and classi-
fications. This coding task is imposed on health
care professionals for external reasons, and consti-
tutes extra work with little direct benefit. In this
context, such a service can save much time and
effort. In MENELAS, the production of ICD-9-CM
codes from PDS texts has been addressed.

Information retrieval: Patient cases can be re-
trieved on the basis of the full contents of the dis-
charge summary. This may be used for clinical
and research purposes: (i) the clinical staff may
access the stored PDSS to retrieve a set of patients
having specific characteristics, which allows some
form of human case-based reasoning; (ii) the same
facility allows a limited test of research hypotheses,
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on the basis of the available patient sample. The
analysed contents of the texts may also be used to
feed activity management tools.

These services can be implemented as modu-
lar subsystems, and be realised gradually. The
project has focussed on the production of ICD-9-
CM codes and a query-based retrieval functional-
ity. The test medical domain is coronary diseases.

At the technical level, the goals of the project were
to adapt and develop advanced text analysis tech-
niques to build a canonical representation of the
medical information contained in PDSS. We now
turn to the key points of the chosen approach.

ARCHITECTURAL PRINCIPLES

Normalised core representation
The relevant medical information contained in
texts is extracted and structured according to a
normalised, conceptual representation. This rep-
resentation is abstracted away from its original
linguistic form: it is robust with respect to the
variability and flexibility of language and across
different languages. It provides a normalised, sys-
tematic informational basis to support smoothly
a palette of user-level services: classification or
nomenclature codes (here, ICD-9-CM) can be ex-
tracted from it; queries can be matched against it
to retrieve specific information contained in a PDS.
A direct benefit is that the components which im-
plement these services do not need to have any
knowledge of the initial natural language used in
the input text, nor do they have to cope with
natural language problems such as synonymy or
paraphrase. We do not claim however that such a
representation can be universal. It necessarily de-
pends on a point of view, imposed by the task(s)
which will use the information. This approach
contrasts with that of [1], whose target representa-
tion contains words of the source language, so that
a subsequent coding module still needs to rely on
linguistic knowledge [3].

Common, multiple-language architecture
The architecture should maximise language-in-
dependent, shared components and knowledge
bases. The twelve partners of MENELAS repre-
sent three linguistic groups: French, English and
Dutch, addressed during the project. The core
representation, and as a result, the code gen-
eration component and the retrieval component,
are language-independent, as well as the medical
knowledge description they share. While sharing
with the Geneva approach [4] similar goals of max-
imal reusability across languages, the architecture
adopted by MENELAS is open to inclusion of al-
ready existing language-specific components to fa-
cilitate extension to other natural languages.

Reusing existing linguistic resources
Despite the growing availability of general lin-

guistic resources (lexica, parsers, grammars, etc.),
most natural language processing systems are
gradually built by one team with their own back-
ground material. In contrast, MENELAS builds on
previous work performed by the different partners
either on medical language processing, both on
French [6] and on Dutch [10], or on the analy-
sis of general French and English [11, 12]. The
latter, in particular, were large-coverage parsers
with lexica over 40,000 words. Complementary
developments were performed where necessary.

Full text processing
PDS texts may contain both full prose para-
graphs, with grammatically complex sentences,
and shorter noun phrase statements. Non-trivial
syntactic phenomena, such as embedded con-
trolled clauses or negation, can have a substantial
impact on text meaning. It is hence difficult to dis-
pense from taking them into account. Parsers with
advanced syntactic knowledge, which attempt full
sentence parsing, are therefore useful here - and
are more and more available in various languages.
This approach can be compared with that of [1, 5],
who use 'conventional' parsing technology in their
systems; it contrasts with that of [4], who use an
original non-grammar-based analysis technique.

In-depth, knowledge-based approach
MENELAS adopts a knowledge-based approach to
natural language understanding. This pushes for-
ward previous work such as [6] or [5], trying to
make the most of both syntactic and conceptual
knowledge. Domain knowledge is all the more nec-
essary as a higher level of canonisation from free
text is desired. It depends on the application do-
main, but is not specific to a language. It is ex-
pressed in the Conceptual Graph (CG) formalism
[13], which is gradually emerging as a knowledge
representation standard in medical systems [4, 5].
IMPLEMENTATION AND RESULTS

According to the above objectives, MENELAS has
a two-part organisation (Figure 1). The heart
of MENELAS is the document analysis system,
which analyses a PDS and stores it in a database
as a set of normalised, conceptual representations.
These representations hold the informational basis
for the target services. While a large range of ser-
vices could exploit the information extracted by
the analysis system, the project has concentrated
on two target services: (i) the coding service
produces nomenclature codes; (ii) the consultation
service allows physicians and management staff to
retrieve PDSS that satisfy content-based criteria.

It is a non-trivial task to adapt large, complicated
existing systems, processing different natural lan-
guages and implemented in different programming
languages, to fit into a new, shared architecture.
Careful design of a modular architecture and of
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Figure 1: The MENELAS architecture, centered on a shared, normalised representation of medical information.

its data interchange formats was therefore one of
the first tasks of the project (see Figure 2). An
existing language processing chain up to morpho-
syntactic analysis can be integrated provided its
output follows the Annotated Parse Tree (APT)
format specified during the project; this was done
for French and Dutch [14]. A processing chain up
to semantic analysis can be connected if its out-
put is in the CG exchange format specified during
the project; this was the case for English [15].

Given space constraints, we can only list the main
software components, tools, and knowledge bases
output by the project. Language analysis com-
ponents for French, English [15] and Dutch [14];
language-generic pragmatic analyser and concep-
tual graph toolbox [16]; Code generator component
parameterised for ICD-9-CM [17]; Information re-
trieval components [18]; Medical knowledge bases:
language-independent ontology (1800 elementary
concepts, over 250 relations) and models (over 500
reference models) for the domain of coronary dis-
eases [7, 19]. These components have been imple-
mented in PROLOG, LISP, C++ and c, and run on
Unix; the consultation user interface runs on PC.

Given input coming from different languages, or
even within a single language, starting from vari-
able surface forms, the analysis system must pro-
vide a canonical representation of the informa-
tional content of input utterances. We have there-
fore designed and implemented a method which
ensures that all representations that are built con-
form to the norm. The method consists in pro-
jecting linguistic relations to reference models of
the domain, heuristically selecting the conceptual
path which best links the corresponding notions,
with the help of conceptual preferences associ-
ated to prepositions and other grammatical re-
lations. The procedure can assign identical pro-
jections to linguistic paraphrases. At the same
time, it can discriminate linguistically similar ex-
pressions which have different meanings.

The service modules can then take advantage of

I French jh

Dutch

Figure 2: Document Analysis System architecture.

this canonised form of information. The Coding
Service, e.g., has no knowledge of natural language
and no need to know the specific ICD-9-CM code
labels for French, English and Dutch. Its criteria
for assigning a given code are directly expressed in
terms of the normalised conceptual representation.

Preliminary evaluation [9] shows that the existing
prototype displays promising results for automat-
ically encoding PDSS into ICD-9-CM and for full-
text information retrieval from natural language
PDSS. Partial tests (up to syntactico-semantic
analysis) have been performed on a large PDS sam-
ple (475 English texts and 100 French texts). In-
depth tests of the whole analysis chain were per-
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formed on a smaller, 37 text sample, represent-
ing 393 sentences of up to 96 words [20]. they
consisted in comparing the user-level service re-
sults (coding and query answering) obtained by
the system with the performance of health care
professionals performing the same tasks: given a
PDS text, assign codes to it and answer a fixed
questionnaire. Overall recall was measured at
48 %, overall precision at 63 % on the coding task;
the questionnaire task obtained 66 % recall and
77 % precision. A more detailed examination of
the results shows that MENELAS can perform bet-
ter than traditional information retrieval methods
on a variety of queries, such as knowledge-based
queries and complex queries, and can help human
coders to improve coding consistency [20].

The semantic normalisation procedure can suc-
cessfully discriminate between similar surface
forms (for space reasons, we only provide a gloss
for CG representations): e.g., 'admitted for angina
pectoris' (reason) vs 'admitted for angioplasty'
(goal); 'angioplastie de l'IVA' (angioplasty acting
on an artery segment part of the LAD) vs 'an-
gioplastie de la lesion' (on an artery segment in
a stenosed state) vs 'angioplastie de Monsieur X'
(on an artery segment part of a human being -
male, name is 'X'). It can also assign identical rep-
resentations to variant forms of the same expres-
sions: e.g., 'angioplastie sur la stenose circonflexe'
= 'angioplastie sur la circonflexe' = 'angioplastie
circonflexe'; across languages, 'Patient [...] hos-
pitalise pour angor /...1' = 'This [...] patient was
admitted for [..]. angina pectoris' = 'De [...] pa-
tient werd gehospitaliseerd voor [...] angor'.

DISCUSSION

The experience of the project sheds some light on
the principles set at the beginning of the work.
Whereas an ideal goal could be to build a nor-
malised core representation that would be as gen-
eral as possible, we confirmed that the specifica-
tion of such a representation necessarily depends
to a fair extent on the point of view imposed by
the client services and the target information they
require. Any generality of the obtained canoni-
cal form beyond these tasks can only be putative.
This target information was specified with the help
of users; it was then taken as a reference by knowl-
edge engineers during the design of the normalised
representation and system knowledge bases.

By construction, the semantic normalisation pro-
cedure always maps to representations which con-
form to the reference models. Discrimination de-
pends on the availability of alternate paths in the
models, hence in their richness and accuracy. It
also depends on the correct assignment of con-
ceptual preferences to grammatical relations. In
experiments performed so far, we were able to ob-
tain good discrimination results. Identification de-

pends not only on the selection of a fitting con-
ceptual description for a given input, but also
on the recovery around this conceptual descrip-
tion of complementary information through infer-
ence. This is necessary, e.g., to be able to iden-
tify 'stenose de l'IVA proximale' (stenosis of the
proximal LAD) with 'stenose proximale de l'IVA'
(proximal stenosis of the LAD) and 'stenose du
segment I de l'IVA' (stenosis of segment I of the
LAD). The MENELAS pragmatic analyser includes
such inference mechanisms in its design through
the use of schemata. However, too little work
has been performed until now on schema develop-
ment, and identification performance could there-
fore greatly be improved.

The bulk of the work on MENELAS knowledge
bases concerned (i) at a fundamental, concep-
tual level, the ontology: more than 2,000 atomic
types and 6,000 of their instances; (ii) at a lin-
guistic level, mappings from lemmas (words) to
conceptual representations, for more than 1,000
lexical items. Such work would have been im-
possible without principled development guide-
lines. Successive design revisions along the project
have been motivated by the progressive elabo-
ration of such guidelines [7, 8]. They have re-
sulted in greater consistency and effectiveness of
the MENELAS knowledge bases. There is no doubt
complementary principles are still needed; further
experimentation will lead to continued progress.

The MENELAS architecture successfully hosted
existing French, English and Dutch language
processing components, allowing each analysis
chain to share the domain-specific knowledge and
language-independent components and services.
One should not underestimate the cost of adapting
and tailoring reused existing resources. Neverthe-
less, project partners reinjected parsers with large
coverage lexica and grammars with a much better
benefit/cost ratio than would have resulted from
redescribing linguistic knowledge anew for each
language addressed. Thanks to their large cov-
erage, the full-text processing parsers used were
able to deal at once with a large proportion of
the PDS sentences, displaying a wide range of syn-
tactic phenomena. In complement, they also in-
cluded usual techniques (chart parsing) for deal-
ing with incomplete parses, due, e.g., to sentences
with a non-standard syntax. This robustness
could be further improved by taking advantage of
the domain knowledge available to the language-
independent components of the system. However,
it is not yet clear how such extensions could be
proposed to existing parsers in a generic way.

Finally, the in-depth, knowledge-based approach
is really linked to the task: representing correctly
and univocally the target information, starting
from the variability of natural language. The com-
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plexity of this approach cannot be lowered without
changing this task.
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